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Summary 

 

Reflection or scattering of acoustical wave on an obstacle 

at any moment may be considered as interaction of two 

interconnected vectors: the particle velocity vector of the 

incident wave and the generated vector of the reflected or 

scattered wave. In this paper an accurate statistical analysis 

of the amplitudes and phases of the interconnected vectors 

for the whole ensemble of the time samples and sources is 

proposed. We have developed interconnected vector pairs 

image conditions that give a new look on  visualization of 

acoustical media. 

 

Introduction 

 

Every point of inhomogeneous acoustic medium (when a 

wave propagates through) is a source of secondary 

radiation that may be registered at the day surface. The 

mathematical methods designed in geophysics can gather 

the wave field at the day surface and migrate it back into 

the media. It is mostly developed in the wave-equation-

based methods, particularly in the reverse time migration 

method (RTM) (Baysal et.al.,1983; Whitmore, 1983; 

McMechan, 1983), where mathematical formalism of the 

adjoint problem is used (so-called the adjoint state method, 

Plessix, 2006). This method is an important part of full 

waveform inversion ( Alekseev and Erokhin, 1989; Symes, 

2007; Xie, 2015; Alkhalifah, 2015) and describes the 

gradient of the objective function under optimization with 

respect to velocity. The calculation of this gradient is an ill-

posed problem and requires  regularization (Anikonov et.al, 

1997). For RTM such regularization is performed by 

filtration in an extended space of parameters, so-called 

extending image conditions (Yoon and Marfurd, 2006; 

Sava and Fomel, 2006;  Costa et.al.,2009, Zhang and 

McMechan, 2011, Vyas et.al., 2011, Yan et.al., 2014).  

In this paper we propose a new visualization method of 

acoustical media based on accurate statistical analysis of 

the amplitudes and phases of the interconnected vectors. 

We call it vector pairs  reverse time migration (VPRTM) 

method.  

 

Method 

 

We derive acoustical wave by the couple ( , )p u  where p  

is the pressure and u  is the particle velocity vector field. 

They satisfy the first order linear differential equations 

(Pierce, 1989). The forward wave 

( , )( , ; ), [0, ]f f
sp u x t x t T  satisfies the Cauchy problem 
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Here ( ) ( )sr t x x  is the source located at the boundary 

point      0, 2,3n n
sx x x n  (  is the Dirac 

function, and r  is some wavelet), T  is the time of 

observation. Let 0 [0,T]

fp p


  be the “measured” pressure. 

Then the adjoint problem to the problem (1) is written as 

follows 
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where (0,...0,1)   ) is the unit normal vector to  . We 

call ( , )b bp u   the back wave since it propagates in reversal 

time. So, forward and back waves include two vector 

fields: ( , ; )f
su x t x  and ( , ; )b

su x t x . In what follows we use 

these vector fields only. Notice that for every fixed source 

sx  vector field ( ; )b
su x  is generated by ( ; )f

su x . Further 

we will use short notations
ff u , bb u . 

 

The typical behavior of the interconnected vector pair 

(IVP)  ,f b at some fixed , sx x  is presented on  Fig. 1.  

 

 
     a   b 
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Interconnected Vector Pairs Image Condition 

Figure 1: An example of the time-depending pair  ,f b at some 

fixed point  x and fixed sx . The forward particle velocity vector 

field f  (a) and the back velocity vector field of scattering wave b  

(b). 

 

Using the statistics of the interconnected vector pairs 

 ,f b for some set of time samples (around the arrival time 

 , sx x ) we see that approximately the maximal 

magnitudes of f  are observed for the incident angles 

 55  and 235 .  The maximal magnitudes of b  are 

observed for the scattering angles  15  and 295 . Then 

one can find the opening angle    ( )/2 20  and 

the dip angle    ( )/2 35 . Notice that the maximal 

magnitudes of the scattering wave is almost one order less 

than the incident one. This example shows that IVP can be 

used to determine some characteristics of the acoustical 

media. It may be done at every point x  on the basis of IVP 

statistical analysis on some set of sources and time samples. 

We introduce interconnected vector pairs image conditions 

(IVPIC) : 
 

( ) ( , )( ).QI x R f b x  (3) 

 

Here the vector pairs  ,f b  are defined on some 

admissible set Q   

 

       { , ( , ) , 0,..., , 1,..., }k s k s t sQ t x t x x k t k N s N  

 

and QR  is some operator being applied to the pair of 

vectors   ,f b  on Q . We call such pairs of vectors 

admissible vector pairs. Operator QR  may be taken as 

follows: 

 

    1 0( , )( ) , ( ; , ),ks NN
s kQ k sR f b x f b x t x  (3a) 

 

 where  , means scalar product, 

 

   1 0( , )( ) ( )( ; , )ks NN
s kQ k sR f b x f b x t x  (3b) 

   1 0( , )( ) ( )( ; , )ks NN
s kQ k sR f b x b f x t x  (3c) 

2
( , )( ) ( )/QR f b x M f b M f  (3d) 

where M  is the mathematical expectation, 

0
0( , )( ) min ( )

  
 

  
 QR f b x D   (3e) 

where D is variance for admissible set Q , 

0

0 0( , )( ) argmin ( ) ,QR f b x D


          (3f) 

etc. 

 

Notice, that the case ( , ) QR f b f b   is similar to RTM, 

and the case ( , ) ,QR f b f b    is similar to inverse 

scattering image condition (Stolk et.al., 2009, Whitmore 

and Crawley, 2012). The admissible set Q  (filtration) 

plays an important role. Pairs ( , )( ; , )k sf b x t x  such that 

( , )k st x Q  are not taken into account. The design of 

admissible set Q in angle-domain ( , )  or ( , )  similar 

the filtration on the basis of local image matrix (Xie and 

Wu, 2002; Yan and Xie, 2009). 

 

Synthetic Data Examples 

 

We consider two-dimensional case. To solve Cauchy 

problems (1)-(2), we use the finite-difference time domain 

method with staggered grids in space and time. The spatial 

derivatives are approximated with 12th accuracy order  and 

time derivatives have second accuracy order. The modeling 

parameters are the following: the whole computational 

domain is 17 3.5km , the spacing step is 5m the number 

of sources is 200 , the source step is 50m  the 

computational domain for one source is 7 3.5km , the 

number of receivers is 701 ,  the receiver interval  is 10m , 

the time step is 0.4ms , ( )r t  is Ricker’s wavelet with 

dominant frequency 40Hz  . 

The important problem for RTM-like methods is detecting 

diffractions on the background of the strong reflections 

(Landa et al., 1987;  Khaidukov et.al., 2004, Zhu and Wu, 

2008; Kremlev et.al., 2011; Erokhin et.al., 2012).  This 

problem can successfully be solved on the basis of the 

proposed  IC (3) using a target filtration of vector b  

subject to amplitude and phase features of distributions for 

reflection and difraction points. Consider a typical case (see 

Fig. 2). For any point ( , )t s Q  angles   and   are 

calculated. These angles determine a point in the square 
0 0180 , 180     . On the Figure 2 the color corresponds 

to the magnitude of vector ( , )b t s . We call this 

representation anlge distribution of magnitudes of vector b   

at the point x . One can see that angle distribution strongly 

depends on whether the point x  is a point of reflection or a 

diffraction point. This difference makes it possible to 

choose QR  that corresponds to reflection or diffraction 

points. At that the filtration is performed on the basis of 

anlge distribution of magnitudes of vector b . The results of 
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Interconnected Vector Pairs Image Condition 

such filtrations (relection and diffraction filter) for model of 

three thin layers (Figure 3) are presented on the Fig. 4. 

    

 
Figure 2:  ( , ) -angle distribution of | |b  at the reflection point (a) 

and at the diffraction point (b). 
 

 

Figure 3: Model of three thin layers. The velocity is 3 /km s  in the 

media and 4 /km s  in the layers.  

 а) 

  b) 

Figure 4: VPRTM. “Reflection” filtration IVPIC (3b) (a) and 

“diffraction” filtration IVPIC (3b) (b).  

The model of two diffractors in homogeneous medium is 

presented on Fig. 5. Each diffractor is made by velocity 

jump in one node only. The left diffractor (white) has 

reduced velocity by 0.1 /km s  w.r.t. background velocity 

3 /km s , the right one (red) has increased velocity by 

0.1 /km s .  

 

The results of amplitude filtration with different admissible 

sets are presented on the Fig. 6. The first filter is adapted to 

extract a negative velocity jump at the diffraction point and 

the second one is for a positive jump. We call them “soft” 

and “hard” diffractor filters accordingly. One can see that 

they form different images for a negative jump (left 

images) and for a positive jump (right images on the Fig. 

6a, 6b). The result of joint filtration (soft and hard) is 

presented on Fig. 6c. This filtration detects an arbitrary 

velocity jump.   

 

The result of phase filtration with IVPIC (3f) is presented 

on the Fig. 6d. In this case the image is much more 

complicated, and one can see the specific phase images 

around the diffractor points. These images are different for 

“soft” and “hard” diffractors. Note that phase filters are 

more stable than amplitude ones with depth. 

 

The image with IVPIC (3f) for a part of the model 

Marmousi2 is presented on Fig. 7. We see high phase filter 

sensitivity w.r.t. small velocity variations. It is confirmed 

by high correlation between the true velocity and IVPIC 

(3f).  

 

Figure 5: Model of “soft” and “hard” diffractors.  

 a) 

 b)  

   c)  
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Interconnected Vector Pairs Image Condition 

  d) 

Figure 6: VPRTM, “soft” diffractor filter IVPIC (3b) (a), “hard” 

diffractor filter IVPIC (3b) (b), “soft+hard” diffractor filter  IVPIC 
(3b) (c), phase filter  IVPIC (3f) (d).  

 
 

Figure 7: VPRTM. IVPIC (3f) for the part of the Marmousi2 

model. 

 

 

 

Field Data Example 

 

The result of the conventional RTM for one of the oilfields 

in the West Siberia is presented on Fig. 8. Strong 

reflections in the middle of the section correspond to  the 

Bazhenov formation with the tight oil (green line). The 

minimal variances are presented on Fig. 9, IVPIC (3e). This 

IVPIC (3e) is a measure of irregularity of scattered waves 

in each point per se. The strongest scattering zones (see 

Fig. 9) are located at the basement top (red line).  Oil well 

drilling to these zones (black vertical line) gave oil debits 

almost one order more than the Bazhenov formation.  

 

 
Figure 8: Conventional RTM 

 

 
 

Figure 9: VPRTM. Minimal variances  IVPIC (3e).  

 

Conclusion and Discussion 

 

The solutions of the forward and adjoint problems are 

based on the first-order equations. This allows one operate 

at each point of space in the area of the first arrivals with 

pairs of interconnected vectors depending on time and 

sources. Filtering the interconnected vector pairs in the 

amplitude and phase domain determines the admissible set 

of pairs. Application of this set of interconnected vector 

pairs image conditions allows us to generate subsurface 

images which are more informative than conventional 

RTM images. The VPRTM method with phase filtering 

demonstrates high sensitivity to velocity variations. Method 

is perspective for carrying out amplitude versus angle 

analysis, migration velocity analysis and may be basis for a 

new scattering versus angle analysis.     
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